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Motivation

(a) Autonomous driving (b) Different cities and traffic patterns

Goal: find a universal robust strategy that minimizes the collision probability (performs well)

across all environments.

Questions:

Can an agent expedite the process of learning its own near-optimal policy by leveraging

information from other agents with potentially different environments?

Background

Markov Decision Process (MDP)

S : state space (continuous)
A: the action space (continuous)
r : S ×A → [0, R]
γ ∈ (0, 1): discounted factor
P : Markov transition kernel

Pa(s, s′): probability of transiting
from state s to s′ following action a.

SARSAwith Linear Function Approximation

SARSA: on-policy algorithms may potentially yield more reliable convergence performance. For

a given φ : S × A → Rd, we approximate the Q-value function as Qθ(s, a) = φ(s, a)T θ.

Algorithm 1 SARSA

1: Initialization:

2: θ0, x0, R, φi, for i = 1, 2, . . . , d
3: Method:

4: πθ0 ← Γ(φT θ0)
5: Choose a0 according to πθ0
6: for t = 1, 2, . . . do
7: Observe xt and r(xt−1, at−1)
8: Choose at according to πθt−1
9: θt← proj2,R(θt−1 + αt − gt−1(θt−1))
10: Policy improvement: πθt

← Γ(φT θt)
11: end for

gt(θt) = φ(xt, at)∆t, where ∆t =
r(xt, at) + φT (xt+1, at+1)θt − φT (xt, at)θt.

The projection step

proj2,R(θ) := arg min
θ′:‖θ′‖2≤R

‖θ − θ′‖2.

which is to control the norm of the

gradient gt(θt).
Γ is the policy improvement operator,
which satisfies the Lipchitz continous

condition such as the softmax function.

Assumption: The behavior policy πθ = Γ(φT θ) is Lipschitz with respect to any θ, which is

|πθ1(a | x)− πθ2(a | x)| ≤ C‖θ1 − θ2‖2
holds for all (x, a) ∈ X ×A and C is a Lipschitz constant.

Our heterogeneous FRL problem

Problem Setup: N agents whose envi-

ronment is

M(i) =
(
S,A, r(i), P (i), γ

)
.

Environmental Heterogeneity:

Markov kernel:

max
i,j∈[N ]

∥∥P (i) − P (j)∥∥
TV ≤ εp

Reward:

max
i,j∈[N ]

∥∥r(i) − r(j)∥∥
∞

R
≤ εr,

where ‖r‖∞ = sups,a∈S×A |r(s, a)|.

Our proposed algorithm FedSARSA

Difficulties

Main Results

Where K is the number of local updates, T is the number of total iterations.

Main Takeaways: In a low-heterogeneity regime, there is a clear benefit of collaboration.

Simulations

Experiments: Synthetic MDPs with |S| = 100, an action space of size |A| = 100, a feature space
of dimension d = 25, and set γ = 0.2 and R = 10. The synchronization period is set to K = 10.

Main Takeaways: N times faster than independent training!
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